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Abstract. The article proposes an algorithm for trajectory tracking control problem of full actuated surface
ships in the presence of state constraints, the delay of the input signal, and uncertain model parameters.
During the design process, radial basis function neural networks are used to approximate the nonlinear
components of uncertainty and a symmetric barrier Lyapunov function is incorporated to cope with the
constraints of compensated tracking error. In particular, an auxiliary system is employed to eliminate the
delay of the input signals, which often makes the control performance worse, even unstable. The adaptive
controller that the article proposes is built based on the backstepping method using a command filter to
avoid derivative explosion and reduce the computational burden on the controller. The article shows that
tracking errors of surface ship can converge to a small neighborhood of zero, the compensated tracking
error constraints of the system are not violated, the system is still stable when the input signal is delayed.
Keywords. Adaptive neural tracking control, Radial basis function neural networks, Auxiliary system,
Command filtering backstepping, Barrier Lyapunov function.

Abbreviations

DoF Degree of freedom BLF Barrier Lyapunov function
NN Neural network RBF Radial basis function

DsC Dynamic surface control ACF Adaptive command filter
MIMO Multi-input and multi-output AACF Adaptive auxiliary system -

command filter

1 INTRODUCTION

Marine surface ships have a great role in the fields of transportation, survey, monitoring, research, and
restoration of the marine environment and many military applications [1-3]. Controlling marine surface
ship to track a predefined trajectory when moving at sea will reduce labor, and accurate tracking has special
significance in surveying the marine environment and the military. Therefore, controlling the surface ships
to follow a desired trajectory has attracted more and more attention [4, 5]. However, to guarantee stability
of surface ships in harsh ocean environment is a challenging problem for nonlinear control design and
development. Firstly, ocean environment always contains complex, unstructured factors such as ocean
currents, waves and winds, which create unpredictable disturbances for the control system. Second, the ship
dynamics are highly nonlinear and contain unknown parameters or uncertain external disturbances [6, 7].
The presence of non-parametric uncertainty creates modeling errors and makes traditional model-based
controllers unfeasible. Third, ship dynamics always contain multiple degrees of freedom (DoFs) and
interact with each other, when noise in one DoF can propagate to other DoFs, causing performance
degradation or even destabilization. In addition, the existence of input delay and the constraints are also a
challenge in trajectory tracking of surface ships. The presence of input delay and state constraint in many
practical engineering applications is indispensable and unavoidable, it appears in various forms such as
saturation, delay of magnetic field, physical discontinuity, performance characteristics and others [8-10].
The existence of input delay and the violation of constraints could degrade the performance of control
systems, even destabilizes the system, cause collisions which lead to tremendous economic loss and
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environmental pollution. Therefore, the control of this problem is very important in the control design
process for surface ships.

For the first three problems, many control methods have been developed for surface ships. For example,
the tracking control method is based on the backstepping approach, the sliding mode tracking control
method is proposed based on the exact model [11, 12]. In recent years, adaptive neural network (NN) control
schemes have been used to approximate complex nonlinear systems with high uncertainty due to their
inherent approximation capabilities.[13-15]. Features of adaptive neural network control include: (i) the
design and analysis based on Lyapunov stability theory; (ii) stability and performance of the closed-loop
control system can be readily determined; (iii) neural network weights are tuned online, using a Lyapunov
synthesis method, rather than optimization techniques. As a result, adaptive neural network control
overcomes the disadvantage of the optimization-based neural network controller, which is difficult to derive
analytical results for stability analysis and performance evaluation of the closed-loop system [16]. In many
studies, the authors have designed the controller based on the backstepping approach [4, 17], the unknown
nonlinear functions are approximated by the neural network. However, in the traditional backstepping
approach there exists the problem of explosive complexity caused by the repeated differentiations of the
virtual control signals. To solve the issue of explosive complexity and reduce the computational burden,
dynamic surface control (DSC) has been proposed [18, 19]. Nevertheless, the DSC methods do not
compensate for filter errors which would degrade the control performance. In order to meliorate control
performance, command filtered-based adaptive backstepping control method was first presented in [20],
the virtual control signal is approximated by the output signal of the command filter at each step of the
backstepping control design, and filter errors were eliminated by using the compensating system. In the
literature [21], the authors utilized a command filter to design the tracking controller of underactuated
surface ship, but did not take into account the input delay.

Due to the physical characteristics of the actuator, the existence of delay is unavoidable in practical
engineering, which makes the controller unable to respond in time to changes of system state. This causes
the characteristics of system to deteriorate, even to fall into an unstable state. To solve the daedal issue,
many researchers have carried out research on this problem [22, 23]. In the literature [24], the authors used
the command filter algorithm in combination with the auxiliary system to tackle the input delay and
saturation problem for nonlinear multi-input and multi-output (MIMO) state constrained systems.

Similar to the input delay, the state constraint problem is also a challenging task. In cases the route of ship
is strictly limited by both sides of the trajectory, such as when the ship is moving through a narrow channel,
or when exploring through the seas with many obstacles, the tracking error constrained problem should be
considered to ensure the safety of navigation for the vehicle. There have been many studies to solve the
constraint problem. Among the methods used to deal with the constraint problem, the barrier Lyapunov
function (BLF) can ensure that the constraint is not violated by using the Lyapunov stability method to keep
the BLF bound. Tee et al investigated the issue of time-varying output constraints by utilizing a time-
varying BLF function [8]. Chen and Ge presented this control approach for MIMO systems [9], Jin et al
employed this method to control fault toleration [25, 26]. It has also been used in practical applications,
such as marine vessels [21, 27, 28], but the issue of input delay has been taken no account in these works.
In this brief, we present an adaptive trajectory tracking controller for a 3-DoF fully actuated surface ship
with parametric or functional uncertainties, the existence of input delay and state constraints. The
contributions of this brief are summarized as follows:

1) Based on adaptive neural networks to approximate the unknown nonlinear functions in dynamic
model of the surface ship.

2) The tracking error constraints is tackled by BLF.

3) The input delay is handled through the auxiliary system and command filter. The integration of the
command filter and the backend system into the control law also avoids the explosion of complexity.

4) It is proven that the system is stable, the output signals converge to a neighborhood of the reference
trajectories, the compensated tracking error constraints are not violated, and the states of the closed system
are bounded.

The rest of the brief is organized as follows. Section Il introduces dynamics of 3-DoF fully actuated surface
ship and preliminaries. Section 111 presents the steps of controller design and stability analysis. In Section
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IV, a simulation example is given to illustrate the feasibility of the proposed control. Finally, a conclusion
is provided in Section V.

2 PROBLEM FORMULATION AND PRELIMINARIES

Throughout this brief, |-| represents the absolute value of a scalar, and (-) represents the absolute value of
each component of a vector, i.e., for a vector x € R™, (x) = [|xq], |x2], ..., |2, []7. In addition, ||.||
represents the Euclidean norm of a vector. For a vector a € R™, a; (i = 1,2,...,n) means the
corresponding ith component of a. For any vectorsa € R"and b € R",a < bmeans aq; < b;, i =
1,2,...,n,and (@) < b means |a;| < b; .

2.1 Problem Formulation

In this section, we consider MIMO dynamics of a 3-DoF surface ship with uncertainties. The surface ship
in the horizontal plane is shown in Figure 1 [29]

r (yaw)

w (heave)

z

Figure 1. Motion variables for surface ship

The dynamics of a 3-DoF surface ship are described as follows [29, 30]:

(1 =Jav O
Mv+C(v)v+Dv)v+gm)+A(p,v) =t

Where output n = [x,y, w] denotes position (x, y) and yaw angle around z-axis (1) of ship in the earth-
fixed frame; v = [u, v, 7] represents linear velocities along x-axis (u), y-axis (v) and angular velocity
around z-axis (r), respectively in the body-fixed frame; M is the symmetric positive definite inertia matrix
of the ship. The parameters of M are constant and are determined quite accurately [30] using semi-empirical
methods or hydrodynamic computations programs; C(v) is the total Coriolis and centripetal acceleration
matrix; D(v) is the damping matrix; J(i) is the 3DOF rotation matrix; g(m) is the vector of
gravitational/buoyancy forces and moments; A(n, v) is the vector of unknown modeling errors and
environmental disturbances; T € R? is the vector of control inputs. The coefficients in the rotation matrix

J(m) are given by:

cosy —sinyp 0
Jm) = |siny cosy 0] 2
0 0 1
where: J)"J () = 1.
m— X 0 0
M = 0 m-Y, mx;—Y; (3)

0 mxg — Ni) IZ - Nru
The coefficients in the matrix C(v), D(v) and vectors g(n), A(n, v) are given by:
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0 0 —(m—-Yy)v— (mxg - Y)r
C(v) = 0 0 (m— X )u (4)
(m=Yy)v+ (mxy —Y:)r —(m—Xy)u 0
D(v) =D+ D,(v) (5)
-X, 0 0
p=|0 -v, -v.
0 -N, —N,
—X|u|u|u| 0 0
D,(v) = 0 - |v|v|v| - Y|r|v|r| - |v|r|l7| - Y|r|r|T|
0 _valvlvl - Nlrlvlrl _N|v|r|77| - N|r|r|r|
lgl (m A(mv) ©)
g =|g92(m) | and A(n, v) = |A(1, V)
93(m) As(m,v)

where C(v), D(v),g(m), A(n, v) are unknown function matrices and vectors, depending on positional
and velocity vector. {X(,, Y, N} are the coefficients which represent hydrodynamic parameters according
to the notation of The Society of Naval Architects and Marine Engineers [29] .

Let x; = i, x, = v and consider the input signal of the system z(t — t;) with the known time delay
tg, Which satisfies 0 < t; < tgmax: tamax 1S @ Known constant. Then the dynamics of the surface ship (1)
can be rewritten as:

{xl =J(x1)x; @)
Xy = M7T(t — tg) — C(x)x, — D(x2)x5 — g(x1) — A(xq, %3 )]

The control objective of this brief is to design an adaptive NN controller for the surface ship such that:
1) the output y(t) = x,(t) converges to a neighborhood of the desired trajectory y,(t) = x4(t) =
[x41(2), x42(t), x45(t) 1T 2) all the closed-loop signals remain bounded. The following assumptions will
be used to achieve our control objective.

Assumption 1: The disturbance of the environment is bounded, so there exists a positive constant vector
b = [by, by, b3]7, such that (A) < b.

Assumption 2: the desired trajectory is continuous, bounded and known, so there exists a positive
constant vector k. = [keq, kez, k3]t satisfying (x4 (t)) < k. . And its first-order time derivative x4 (t) is
continuous bounded.

2.2 Preliminaries

Lemma 1.[24, 31] . For any positive constant k;; and variable z;, the following inequality can be
obtained, when z; satisfies the inequality |z;| < kg4;,
k& z}
lo < 8
R ©

Lemma 2 [20, 24] . The command filter is proposed to avoid the explosion of complexity as follows:
1[’1 = wn; )
1[’2 = —20wpp; — wn(P1 — 1) (10)

when the input signal a satisfies | ¢;| < p; and |&;| < p, forallt > 0,wherep; > 0,i = 1,2, the
initial conditions of command filter are ¥, (0) = «4(0), and ¥,(0) = 0. For any positive constant 3,
there exists filter design parameters w,, = 0 and 0 < ¢ < 1 such that the filter error [ — ;1| < B
and |4, [¥4], |¥; | are bounded. There exists a constant 9 satisfying [y);| < 9.

Lemma 3 [32] . An unknown continuous nonlinear function f(x) : R™ — R can be approximated to
arbitrary accuracy by using the radial basis function (RBF) NN on a compact set Q,, ¢ R™ as follows:

fx)=wW7TS(x) +e(x), Vx € Q, (11)
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Where W* = [wy, ..., wy] € R™ (n is node number of the NN) is the ideal constant weight vector, x € R™ is
the input vector of the NN. e(x) is the approximation error satisfying |[e(x)| < €*(e¢* > 0 is an unknown
constant). S(x) = [s1(%), ..., s,(x)]7 is the radial basis function vector where s;(x) are the Gaussian
functions, which have the form:

—(x = u)" (x — )

G '

s;(x) = exp i=12,..,n

i
Lemma 4 [24]. the auxiliary system defined as follows:

Aixn =Xz —Dirhin
7\i,j =Aij+1 — Pijhij (12)
Ain; = —DPinhin, +ui(vi(t — t)) — ui(v; (1)

where p; 1 > % Pij > L Din, > %(i =12,..,n;j =2,..,n— 1) are designed parameters and the initial

condition of this auxiliary system is A(0) = 0.
The auxiliary system defined in (12) has state bounded by

2p 13
||/1(t)|IS\E (13)

where y = min{2 (pi_l - %) , Z(pi,j - 1), 2 (pi'ni - %) =12, ..,mp =Y" ub;, uy; is the known
bound of u;(.)

3 CONTROL DESIGN AND STABILITY ANALYSIS

3.1 Control Design Steps

Due to the input of the system has a delay, an auxiliary system is used to eliminate the effect of the input
delay, constructed as follows:

{ A =J(x)A, —PiAy (14)
Ay = =P, +Mz(t — ty) — T(0)]
where P,, P, are positive constant diagonal matrices
pPin O 0 P21 O 0
Pi=10 p> O0[,P,=]0 pa O
0 0 pi3 0 0 ps3
The tracking errors of the adaptive neural command-filtered control are defined:
e;=x;—A —Xxg4
{ez =X, — Ay — Xy (15)

where x,. is the output vector of the command filter with the virtual controller a; as the input and x is
the desired tracking signal vector. The command filter is described as follows:

{XZC = WpXzq

Xoq = —20wpXaq — Wy (Xzc — @y)

where according to the Lemma 2: w, = 0and0<{ <1
Due to the command filter can create filtering errors which affect the dynamic characteristics of the system,
SO it is necessary to use the error compensation to eliminate the filtering errors. Let &; is the error
compensation signal vector defined as:

(16)

&1 = —C& +J(x) (X — ) = (§11, 612, 613)" (17)
where C; is a positive constant diagonal matrix:
cin O 0
Cl = O C1,2 0
0 0 ¢3
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According to the Lemma 4 in [20], the outputs of system (17) are bounded (&;) < % where according
0

Lemma 2, B is boundedness of the input ((x,. — a;)) < B, ko = 0.5min{c; ;,¢;15,¢13}
Then the compensated tracking error signals are defined as:
1=e1—§;
{Zz o (18)
The controller is designed in the following sequence:
Step 1: Choose the Lyapunov function as:

kdll
v _z log ——3%__ (19)
! 2 kdll le

where kg ; denotes the predefined constraint of compensated tracking error z; ; and kg, ; is the design
positive constant.
The derivative of V] is:

3 .
Z1,i+21i

Vv, = ) —— (20)
' et Ky — zi;
According to (18):
z,=e;—§;
The time derivative of z; can be obtained:
z; :él_él =5V1—11—5Vd—31
z; =J(x)x, — J(x)Ay + P — %q — &
7 =J(x) (X2 —A) + P1A — x4 — &
z; =J(x1)(ez + x20) + P1Ay — x4 — &
z; =J(x1) (2 + X20) + P1A — % — &
z; =J(x) (2 + Xpc — 0 + @) + Pihy — kg — & (21)
The virtual control vector a; is designed as:
= ]T(x1)(5fd —Cie; —Pjd) = (a1,1, 12, a1,3)T (22)
Substituting (17),(22) to (21), we have:
zy = J(x1). 25 + J (1) (X5 — ay) + J (x1)]T (1) (kg — €101 — P1A;) + P12y
. (23)
—xg+ €& — J(x) (x5 — aq)
z; =](x1).2, — €174 (24)
From (24), we have:
3 3
_— C1,i-Z12,i Zl,i-]i(xl)-zz
P P P N )
= Rani T Zui o Rdui T Zui
Step 2:
According to (18)
Z;=e;=X;— Ay — Xy (26)
The time derivative of z, :
Z; =X — }Lz — X2¢ (27)
z; = M7 z(t — tg) — C(x3)x, — D(x3)x; — g(x1) — A(xy, ;)] (28)

+ Pod— M7 t(t — ty) — T(8)] — Xy
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z; =M z(t) - C(?Cz)xz — D(x3)x; — g(x1) — A(xy, X, ) + MP;A, (29)
- MxZC]
The control law is chosen as follows:

T(t) = C(xZ)xz + D(xZ)xz + g(xl) + A(xl,xz ) + MJ'CZC - Czez - MPZA‘Z

3 T
N\ Z4idi (x2) (30)
= ki — 21
where C, is a positive constant diagonal matrix:
;1 O 0
Cz = 0 C2,2 O
0 0 C2'3

The control law (30) can only be implemented when the model parameter matrices C(x,), D(x,), g(x1),
A(xq, x, ) are well known. However, as seen in [29, 30] the accurate determination of the matrices and
vectors C(x,), D(x,), g(x,), A(x4, x, ) and the measured error of the sensors are very difficult. The article
collects the uncertain components into an uncertain function vector, which is approximated by the RBF
neural network.
The uncertain function vector is expressed as:

F() = —(C(xz)xz ;" D(x; )x; + g(x1) + A(xq, X, )) =AM, O, D] (31)

€ER

By employing the RBF NN to approximate the unknown function f;(l) € R,i = 1,2,3, f;(l) can be
expressed as:

i =wi"e) + ) =123 (32)
where W; € R™ denotes the ideal constant weights, |e;(1)| < €; are NN approximation errors with
constants €; > 0. Due to W} is unknown so we let TW; be the estimate of W;*, F(I) be the estimate of F(1).

FO)=w"eW) = [1(@(D, W,), (@D, W>), (@D, W5)]" (33)
The (29) can be rewritten as:

z, = M~ [t + F(l) + MP,A, — Mx,,.] (34)

Z, =Mt +WTQW) + e(l) + MP,A, — Mx,] (35)

where  WTQM = Wi, W Q)W QW]", e =[e,(D,&;(D,esD]", WTQ =
WIQ), WEQ(D),WiQ(D]" , the input vector of NN I = [x;7,x, T ]T € R®.
The feedback control is expressed as:

3 T
71, ] (x2)

T(t) = _F(l) - Czez + MXZC - Mpzlz - 2 2 (36)
i kg — 74
3 T
= 7] (x
T(t) = —-WTQ() — C,e, + Mi,, — MP,A, — 12‘];(2) (37)
= ka1 — 21
Consider the following adaptive law:
Wi = Wl' = ri[Q(l)Zzi - GWi], i = 1,2,3 (38)
where W; = W; —W; , I'; =TT are adaptation gain matrices I'; € R™" va o is a positive design

parameter.
Substituting (37) to (35), we have:

3
zy:-] T(x2) X
S+ WTQW) + (V)] (39)

k2. . —z?,
i=1 di,i 1,1

3
T
z1,:.J; (x2)

2 _ .2
kg — 21

z, = M_l[_WTQ(l) — Cye; —

z, =M '[-Cye; - wrQW) + e(D)] (40)

i=1
Consider the Lyapunov function as:
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3

z Wi w,
i=1

V=V, +25Mz, + Z Wi,

i=1

V=V+z zzMzz

Nl»—t

The derivative of V is:

3
T
2: C Z Z:Z X Z1iJi (X
V 1,it 1l 11]1( 1) Z_gMM_l[ Czez 12,111( i)

2 2
= kdll = kg1~ Zl,i i kg — 714
QW) +eD] + Y WITT'W,
i=1
3 3
V= Z C1,i- le 221,1'-11'(751)-22 TCoe Zzu-]i(?ﬁ)-zz
2 2 “42%2t27 2 2
kdll Li o= ka1 — 21 — ka1 — 21

Z W QW2 + 7 ) + Z WITF QD7 -

1. 2%
V= Z kll 1‘ —z8Cre, + zhe(l) — ZWT

di,i =1
By using Young s mequallty
1
zle<zlz, +ZE €e<zlz,+ Ze*Te*
Therewith, we have:
e — 112 "

QWIW, = |W||” - llw;]|?

Then, we have the foIIowing inequality:

3
o = |12 * 1 * *
V<Z e A R W (A A D RS
kdll z}; 24 4
i=1 ’ =1
Choose:
Cl = KO
CZ = Ko/z + 1
where K, is a positive definite matrix, K, = [k01 0 0;0 k02 0;0 0 k03]
3
i koi. 22, .
V<- kzl—_'lz ZZKOZZ EHW ” +( eTet + = Z”W ||2
= Rai ~ Z1i
According to Lemma 1, we have:
kOLZ%l dll.
kdl,l l kOL 10g kdll ,i

The (49) can be rewrltten as:

kd1 1 o i
V < - Zkol logkz—l EngOZZ _2/1—(1—‘_1)2 WTFL 1l/Vl'
max | =1

i=1 di,i 1,1

3
o
*T % *112
- — ) |lw;
+GeTe +2§1|| %)
1=

Choose o so that:
kO ZJAmin(KO)

_— =k
Amax (@71 °
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where b = ;e Te” + 2 X3 |Wj|2
According to (51), we can get:

b
V(t) <V(0)e % + k—(l — e~ (52)
0
So, the following inequality holds:
o v V(t) < V(0)e % + b (1—e™at) (53)
2 gkgu,i —zii - ko
K _ ez(v(o)—%)e‘“%zki0 (54)
ka1i=z1i
by _ b
2(V(0)——)e %t +2~
< @O )0, - ) (55)
b p-at_p b
|20:(0)| < kdl,i\/ 1= 2O 2 g (56)

3.2 Stability Analysis

The main result of this brief: Consider the surface ship (7) with Assumptions 1 and 2 for initial conditions
starting under the virtual controller (22), the adaptive law (38) and the actual controller (37), then the
system has the following properties:

1) All the closed-loop state signals are bounded

2) The output tracking error y(t) — y4(t) can be adjusted around the origin with an arbitrarily small
neighborhood.

Proof:

1) From the inequality (51) results in ultimately uniformly bounded stabilization of z,,z,, W; and
since b is arbitrary, the boundedness of these states can be made arbitrarily small.

The expression (56) shows that the value of z; is bounded (z;) < k44, the constrained value of
compensated tracking error is never violated. When increasing the value of k, and decreasing the value of
b (by decreasing o), the bounded of z; ; will be smaller, results in smaller output tracking error (y(t) —
Ya(t)).

Based on (18) and the boundedness of &; , we can deduce that (e,) < kg1 + (&) is bounded. Due to the
physical characteristics of the actuator, T are saturated signals so according to Lemma 4, 4,, 4, are bounded.
From (15), Assumption 2 and Lemma 4, we know that (x;) < kg, + (§1) + k. + (1) < k,;. According
to Assumption 1 and equation (22), the virtual control signal vector includes functions of bounded signals
e, x4, , S0 a is a bounded vector. Similarly, from equation (18) we have e, = z,, S0 e, is a bounded
vector. Because of the command filter error satisfying ((x,. — @;)) < B, the output signal x,. of the filter
is also bounded. So x, < (e,) + (A,) + {(x5.) < kg1, is a bounded vector. Due to W; are bounded so W; =
W, + W7 are bounded. From (37), it can be concluded that the feedback control laws are also bounded
since Q(1) are bounded for all values of the NN input 1. Therefore, all the signals in the closed-loop system
remain bounded.

2) According to Eq (15), (18) the output tracking error can be representedasy — y; = x; — x4(t) =
e;+A =2z, +& +A; <(z,)+ (&) +(4,). By choosing the appropriate design parameters as
ko,0, P4, P,, the output tracking errors can be adjusted around the origin with arbitrarily small
neighborhoods.

4 SIMULATION

To demonstrate the effectiveness of the proposed control design, we perform a numerical simulation on the
system (7). The model used for simulation is the Cybership II, which is a 1:70 scale supply vessel replica
built in a marine control laboratory in the Norwegian University of Science and Technology [30].

The known inertia matrix parameters of ship [30] are given by:

M = [25.800 0 0; 0 25.6612 1.0948; 0 1.0948 2.7600]
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The initial states: 7(0) = [[0.02;1;0.02]]", w(0) =[0.2,0,0]", 74(0) =[0,1,0]". The reference
trajectory: n, = [sin(t), cos(t), sin(t)]".

We construct the Gaussian RBF NN W7 Q(1) using 6400 nodes, with the centers evenly spaced on [-3.8,
3.8]x[-3.8, 3.8]x[-3, 3] and the width ¢; = 0.8 ,i = 1, 2, 3. The designed parameters are K, = [24 0 0;0 24
0;0 0 16]; I'; = 10,I', = 10,I'; = 3. The initial weights of the neural network are set as: W, = W, =
W;=0

The other parameters are designed as follows: w,, =[3500;0350;0080]; {=1; P, =[1.400;01.40;00
3]; P, =[8 0 0;0 10 0;0 0 8]; k41=0.05; k4,=0.05; k;5=0.05; delay time t; = 50 X sample cycle ;
sample cycle = 0.002(s)

Two cases are simulated to evaluate the impact of the auxiliary system when the system has an input delay.
The first, when the adaptive neural system is equipped only command filter without an auxiliary system
(ACF), the input signal has no delay, the system is stable, without violating the compensated tracking error
constraints. In this case, when the input signal is delayed, the system becomes unstable. The second, when
the system is equipped both command filter and auxiliary system (AACF), the system remains stable when
there is an input delay.

Figure 3 shows that when the AACF system has an input delay, the system is still stable and can track the
reference trajectory with precision in similar to the ACF system in Figure 2. However in Figure 5, we can
see that the output tracking error of the AACF system fluctuates more than the output tracking error of the
ACF system in Figure 4, but after a very small initial period of time, the output tracking error is only within
+0.05[m][rad].

Figure 7 shows that the control input signals of the AACF system in an initial small period of time (0.1s)
fluctuate larger than the control signals of the ACF system, and then, these control signals are the same as
to the control signals of the ACF system.

Figure 9 shows that compensated tracking errors of the AACF system fluctuate more than compensated
tracking errors of the ACF system in Figure 8 but do not violate the constraint.
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Figure 2. tracking trajectory of the ACF system Figure 3. tracking trajectory of the AACF system
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5 CONCLUSION

In this paper, an adaptive neural controller based on a command filter is used for the trajectory tracking
problem of surface ship in the presence of state constraints and delay of the input signal. The constraints of
compensated tracking errors are dealt with by suitable barrier Lyapunov functions. The influence of input
delay on the control system is rejected by the auxiliary system. The command filter-based backstepping
control method is utilized to reduce the computational burden, avoiding complexity explosion. With the
proposed approach, we proved that the system is stable, the output signals track the desired trajectories with
the output tracking errors converge to the neighborhood of zero, and the constraints of the compensated
tracking error are not violated. Simulations verified the tracking performance of the proposed method.
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PIEU KHIEN BAM NO-RON THICH NGHI CHO TAU BE MAT CO RANG
BUQC TRANG THAI VA PAU VAO CO TRE DUA TREN BQ LQC LENH

HOANG THI TU UYEN" o
Khoa Cong nghé Pién, Truong Pai hoc Cong nghiép Thanh pho Ho Chi Minh
hoangthituuyen@iuh.edu.vn

Tém tit. Bai bao dé xuit thuat toan cho bai todn bam quy dao ctia tau bé mit dii co cau chap hanh c6 yéu
cau rang budc trang thai, sy tré ctia tin hiéu dau vao va thong s6 mo hinh bat dinh. Trong qua trinh thiét ké,
mang no-ron hudng tim dugc st dung dé x4p xi nhimng thanh phan bit dinh phi tuyén, ham barrier
Lyapunov doi xtng dugc su dung dé khac phuc rang budc vé sai s6 bam da duoc bu. Dic biét bai bao st
dung hé thong phu dé loai bé anh hudng tré cta tin hidu dau vao khi ma tin hiéu nay c6 thé lam dic tinh
bam ciia hé théng xau di, tham tri 1am hé théng mat 6n dinh. Bo diéu khién thich nghi ma bai bao dé xuit
dugc xay dung dua trén phuong phap backstepping co su dung bo loc 1énh nham tranh sy bung nd dao ham
va giam bot ganh nang tinh todn cho bo diéu khién. Ngoai ra, sai so do b loc Iénh gay ra s€ dugc bu dé cai
thi€n déc tinh bam. Bai bao sé chirng minh, bd diéu khién dé xuét c6 sai s bam hoi tu téi 1an can diém
khong, nhiing rang budc vé sai sb bam di dugc bu cta hé théng khong bi vi pham, hé théng van On dinh
khi tin hiéu dau vao c6 tré.

Tir khéa. Piéu khién bam no-ron thich nghi, Mang no-ron ham hudng tam, Hé théng phu, K¥ thuét
backstepping c6 st dung b loc 1énh, Ham Lyapunov Barrier.

Received on: 11/11/2022
Accepted on: 29/03/2023

84



