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Abstract. This paper presents a new method for roller bearing fault diagnosis based on least square support
vector machine (LSSVM) with parameters optimized by Backtracking Search Optimization Algorithm
(BSOA), namely BSOA-LSSVM. First, roller bearing acceleration vibration signals are decomposed into
functions by using Variational Mode Decomposition (VMD) method. Second, initial feature matrices are
extracted from those functions by energy entropy to obtain feature matrix. Third, these values serve as input
vector for BSOA - LSSVM classifier. Experimental results showed that the proposed method gave the
higher classification accuracy (100%) and shorter computational time than other method.

Keywords. Variational Mode Decomposition; fault diagnosis; energy entropy; Backtracking Search
Optimization Algorithm; least square support vector machine.

1 INTRODUCTION

The roller bearing is an intermediate element between the stationary part and the rotating part. Roller
bearing failure can create a terrible failure, so bearing failure diagnosis plays an important role in ensuring
continued system operation. Therefore, the diagnosis of roller bearing faults is a focus of this paper. Roller
bearing failure diagnosis includes three stages: data collection, feature extraction, and pattern recognition,
of which the latter two stages play an important role. When a bearing failure appears, fault characteristic
information extraction is difficult because the roller bearing vibration signal is a non-stationary signal.
Feature extraction consists of signal decomposition and feature extraction. The signal decomposition
methods consists of Empirical Mode Decomposition (EMD) [1], Mean Decomposition (LMD)[2], Local-
scale Characteristic Decomposition (LCD)[3]. Generally, these methods decompose an oscillating signal
into the sum of component and residual signals. However, the LMD, EMD, and LCD methods have
disadvantages such as end effects and mode mixing because of the sifting process. These effects make the
signal decomposition results inefficient, so these methods do not adapt themselves to signals, especially
roller bearing vibration signals. Recently, Dragomiretskiy et al. [4] have proposed the method of Variational
Model Decomposition (VMD) to decompose the signal. This method surmounts the shortcomings of the
EMD, LMD, and LCD methods and gives high efficiency. The component signals are feature extracted to
form feature matrices using the methods of frequency ratio analysis [5], energy entropy [6], and the single
value decomposition method (SVD) [7]. The feature extraction stage aims to reduce the input matrix size
for the object recognition step.

Pattern recognition methods include using discriminable predictive model class discrimination
(VPMCD) [8], artificial neural networks (ANNs) [9] and support vector machines (SVM) [10]. The
disadvantage of VPMCD is that it is difficult to set the variable parameters of model. The support vector
machine method has the advantage over ANN that it has high generalizability with a small number of
training samples. This is very suitable when dealing with technical problems that are very expensive to
collect large numbers of samples. LSSVM proposed by Suyken [11] is a modified version of SVM to reduce
the computational workload. In the process of training by the LSSVM, a least squares error function is
recommended to obtain a linear set of equations in dual space. Thus, the data training problem is reduced
to just solving a set of linear equations instead of quadratic like in SVM. LSSVM shows the effect
performance in prediction accuracy, fast computation, and high classification. However, the challenge for
LSSVM users is the selection of the parameters of this model. The parameters of this model include penalty
factor and Kernel parameter. Usually, the selection of these parameters is based on heuristic search
algorithms. Heuristic algorithms are often used to select and search parameters for LSSV M such as Genetic
Algorithm (GA)[12], Differential Evolution algorithm (DE)[13], Particle Swarm Optimization (PSO)[14].
Recently Backtracking Search Optimization Algorithm (BSOA) was proposed for the optimization problem
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[15]. This algorithm showed outstanding advantages in solving optimization problems when compared with
GA and PSO algorithms. Therefore, in this paper, we propose to use the BSOA as a tool for selecting
parameters for the LSSVM classifier.

In this paper, we use VMD method combined with energy entropy (EE) operator for feature extraction
and BSOA-LSSVM classifier for fault identification. The bearing acceleration vibration signals are first
decomposed into component functions by the VMD method. These component functions are then extracted
into a feature matrix by the EE operator. The feature matrices are used as the input matrix for the LSSVM
classifier. The parameters of the LSSVM set are optimized by the BSOA to generate the BSOA-LSSVM
classifier. The experimental results show that the BSOA-LSSVM classifier gives higher classification
results and shorter time when compared with the GA-LSSVM and PSO-LSSVM classifiers with the same
input data. The paper is arranged as follows: Section 1 presents VMD method and VMD energy entropy,
Section 2 presents Backtracking Search Optimization Algorithm, Section 3 presents optimization of
LSSVM parameters based on BSOA. Section 4 presents the application of BSOA-LSSVM to diagnose
bearing failure and the experimental process along with the results presented in section 5. Section 6 presents
the conclusion of the paper.

2 VMD ENERGY ENTROPY

2.1  Variational mode decomposition (VMD)

The VMD method is an adaptive orthogonal signal decomposition method. This is a powerful method for
sampling and anti-interference. VMD can decompose a real signal x(t) into some component function u(t)
[4]. Here, each major ux form should be compressed around a central point. VMD's proposal can be
summarized as a constrained transformation problem:
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where u(t)={us(t), uz (t),..., u} and ex={an, an,...,ax} respectively are component and central frequency
of them.
The Lagrange multiplier method and the quadratic penalty method are included in Eq.1 to transform the
constrained variable problem into the unconstrained variable problem. The Lagrange parameter L is
represented as follows:
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Details of the VMD method are presented in [4]. The number of component functions ux determines the
signal decay time and the classification time of the LSSV M classifier. The larger the number of component
functions, the higher the computational time cost. In this paper, we choose the number of component
functions to be 3 because important information is often contained in the first components. After
decomposing the bearing acceleration vibration signal into component functions, in the next step, these
component functions are extracted into characteristic matrices by energy entropy operator.

2.2 VVMD Energy Entropy

The resonance frequency components are produced in the roller bearing vibration signals correspond to
different faults. To illustrate this change case, the VMD energy entropy is proposed in this paper.

If n uk are obtained by using the VMD method to decompose the roller bearing vibration signal x(t) where
the energy of the n ux is Ey,Ep, . . . ,En, respectively; then, due to the orthogonality of the VMD
decomposition, the sum of the energy of the n ui should be equal to the total energy of the original signal.
As the {ui(t),uz(?),...,un(t)} include different frequency components, E={E;,E,,...,En}, forms an energy
distribution in the frequency domain of roller bearing vibration signal, and then the corresponding VMD
energy entropy is designated as

Hgy = = X1 pilogp;, @)
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where p; =EJ/E is the percent of the energy of ui(t) in the whole signal energy (E = Y»[-, E;), and E; is
presented as:

E =" lw(®)dt, (i =1,2,..,m) (4

Fig. 1 (a), (b), (c), and (d) show the vibration acceleration signals of the roller bearing that is normal, with
inner-race fault, with out-race fault, and with ball fault, respectively. Table 1 shows that the energy entropy
of each roller bearing vibration signal is different because of the uncertain energy distribution and frequency
range. Therefore, the LSSVM classifier will be effective in identifying roller bearing conditions based on
these energy entropy values.
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Figure 1 The vibration acceleration signals of the normal
(@), inner-race fault (b), outer-race fault (c), and ball fault roller bearing (d)

Table 1 The VMD energy entropies of the vibration signals of the roller bearing with different fault

Inner-race fault Out-race fault Ball fault Normal
(x10%) (x10%) (x10%) (x10%)
866 539 709 899

3 BACKTRACKING SEARCH OPTIMIZATION ALGORITHM (BSOA)

The BSOA is an adaptive search algorithm that includes three basic genetic operators, mutation, crossover,
and selection to produce test individuals. The BSOA algorithm consists of six steps as follows [15]: (i)
Problem definition and algorithm parameters; (ii) Initialization; (iii) Selection-1; (iv) crossover and
mutation; (v) Selection -11; (vi) End. The procedure of the BSOA algorithm is shown in Fig. 2.
Problem definition and algorithm parameters:

min f(x) ()
subject to x; € R; = [l;,u;],i = 1,2,..N

where f(x) is a fitness function, x =(x1,X2, ...,xn) is the vector of decision variables, R is the range of feasible
values for the i-th decision variable, and N is the number of decision variables, li and u; are the lower and
upper bounds of the i-th decision variable, respectively;

Initialization: The initial population P, are generated and evaluated and a historical population Py is also
started. The memory of BSOA is constituted.

Selection-1: The current population P is randomly determined to be recorded as the historical population
PO. Then the individuals of Py are mixed up.

Mutation: The mutation P;operator is created by an initial version of the new population P;, according to
Eq. (1). P; is the result of the individuals movement (P, — P) and the motion amplitude F = k - rndn where
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rndn~N(0,1), N is the standard normal distribution, k value is adjusted empirically during prior simulations.
This paper uses k=3. In Eq. (1), F controls the amplitude of the search-direction matrix (Po- P).

P, =P+ F(Py—P) (6)

Crossover: The elements of P are crossed randomly with the operator from P;aims to generate the final
version of P;.

Selection-11: The elements from P; are selected to have better fitness than elements of P, then P, replaces
them in P. Therefore, new evolved individuals are only received by P. After reaching the stopping
conditions, the best solution which found is returned.

Initialization

Y

—P Selection-I|

Y

Generation of trial-population
- Mutation
- Crossover

v

Selection-II

Is stopping
criterion met ?

End

Figure 2 Flowchart of BSOA

4 BSOA BASED LSSVM PARAMETERS OPTIMIZATION

4.1 Least square support vector machine (LSSVM)

LSSVM was proposed by Suykens [11] to decrease the computational workload of SVM, which applies by
using equality instead of inequality constraints. LSSVM has solved the following convex optimization
problems with good generalization ability and tries to find the optimal separating hyperplane. Suppose {(x;,
yi)li=1,2,...,1} as training set of sample number is |. The sample of x; , i=1,2,...,l corresponds to the category
of yi e (-1,1), the objective function and constraint condition are shown as follows:

. 1 1
min  J(w,e) = 2ww+ 1y T ¢?

s.t.ywWokx)+b)=1-¢, i={12.,0
where, e; are slack variables and y > 0 is a penalty factor/ regularization parameter.
The values of y will affect the training results of the LSSVM model. The low value of y means a model
with high training errors and oppositely the high y value does not permit any slack variables and
consequently increases model complicity. Therefore, it is critical to find proper value for y and it is one of
LSSVM tuning parameter that should be adjusted conscientiously. The Lagrange function can be define:

(7)
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L(w,b,e,a) = %WTW + %Yﬂﬂ e} =i a{yiwo(x) +b) —1+e¢ (8)

where, the a; values are the Lagrange multipliers, which can be positive or negative. The optimal condition
is as follows:

oL oL oL oL

ﬁ=0;5=0;a—ei=0;a—ai=0 (9)

The matrix equation can be obtained easily as follows:

0 YT b1 _ [0

[Y Q+ I/y] [a] - [I_] (10)

where YT = [y, y,, ...,y ]; Tisunitmatrix; I = [1;1; ..; 1]; & = [ay, ay, .., ;]; @ = yiy07 (x) (%) =
viyiK (xi,x;); K(x;, x;) is Kernel function of SVM; i, j=1,2,...N.
The LSSVM classifier in the dual space can be obtained as follows:
f(x) = sgn[Yi—; a;yiK (x, x;) + b] (11)
In this paper, Gauss radial basic function (RBF) is utilized to map the samples into a higher dimension
feature space which can make LSSVM get better performance and generalization, as shown in Eq. (7).

_ .12
K(x,x;) = exp (%) (12)
where ¢ is a Kernel parameter.
Summary, the parameter pair (y, o) affect the classification efficiency of LSSVM, in which the penalty
factor y is mentioned in Eqg. (7) and o is a Kernel parameter mentioned in Eq. (12). The proper selection of
two parameters will affect the learning performance of LSSVM. Therefore, these parameter pair values
must be optimized to obtain effective classification accuracy, which can be done by the BSOA.

BSOA l——————————

Y

LSSVM parameters (y, o)

v

Training LSSVM Model

Y

Calculating the fitness function

Y

Is stop condition satisfied ?

Optimal LSSVM parameters obtained

Figure 3. The parameter optimization flowchart of LSSVM based on BSOA

4.2  Parameters optimization of LSSVM based on BSOA

As mentioned in previous studies[12,13], LSSVM parameters strongly influence the classifier performance.
The selection of optimal parameters for LSSVM is mainly based on user experience. In this paper, we
propose to use BSOA to optimize the LSSVM parameters.

The penalty parameter y and the kernel parameter o in the Gaussian kernel function are considered as
optimization variables while the test error is a suitable measure of the optimization problem. The objective
function is the test error of the SVM and is represented as follows:

G(y,0) = Test_Error;sgym (Y, 0) (13)
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where G (y, o) is a fitness function and Test_Error;ssyu (v, o) is define:

Number of incorrect classification in test samples

TeSt_ETTOTLSSVM = (14)

In general, the BSOA was integrated to LSSVM training procedure to obtain the optimal parameters for
maximizing the classification accuracy and generalization capability of the LSSVMs. Initially, each
individual in the first generation is randomly obtained. The LSSVM algorithm normally calculated the
corresponding output weights matrix for each individual. Then, BSOA can be applied to find the fitness
measurement for each individual in the population. This process was repeated until the stopping condition
was reached. When the evolution is finished, the optimal parameters of the LSSVM were ready to perform
the classification. The procedure of BSOA-LSSVM algorithm is shown as follow (Fig.3):

Total number of samples in test set

5 APPLICATION OF BSOA-LSSVM TO ROLLER BEARING FAULT DIANOSIS

5.1 Data Acquisition

The data of the Case Western Reserve University Bearing Data Center Website (CWRUBDCW) was used
with the kind permission of Professor Loparo [16]. The test stand included a 2 hp Reliance Electric motor,
a torque transducer/encoder, a dynamometer, and control electronics. The sample frequency was 485063
Hz and the motor speed was 1772 rpm. The deep groove ball bearing manufactured by SKF was used in
this test stand. The drive end bearings are of the 6205-2RS JEM type. The test bearings of electro-discharge
machining with fault diameters of 0.007 inches were selected. The roller bearings with the four conditions
(normal (NOR), inner-race fault (IRF), outer-race fault (ORF), and ball fault (BF)) include 432 samples.
The number of collection samples is divided into 3 parts, one part for testing and 2 parts for training. Table
2 shows collection of vibration signal samples.

i:
B ot
2 o : \

Figure 4 Roller bearing vibration data collection model, extracted from [16]

Table 2 Collection of vibration signal samples

Roller bearing conditions Class Collection samples | Training samples | Test samples
Inner-race fault (IRF) 1 108 72 36
Outer-race fault (ORF) 2 108 72 36
Ball fault (BF) 3 108 72 36
Normal (NOR) 4 108 72 36

5.2 Application

It can be seen from the above analysis that the VMD energy entropies of the vibration signal of the roller

bearings with different work conditions and fault samples are obviously different, which shows that the

energy of each ux changed when the roller bearing went wrong. In this paper, it is adopted that taking the

energy feature of each ux as the BSOA-LSSVM input vector, the work condition and fault patterns of the

roller bearing can be identified effectively. The flow chart of the roller bearing fault diagnosis method

based on VMD energy entropy and BSOA-LSSVM is shown in Fig. 5.

(1) Use the VMD to decompose the roller bearing vibration signals into a number of component

functions uk . Because the fault information of the roller bearing was mainly included in the first
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three components, the first three components ux were selected to form the initial feature vector
matrix.
(2) Calculate the total energy E; of the component functions u;;

E =" [w(®)2dt, (i = 12, ...,m) 1)
(3) Build feature vector Z with the energy as element, namely VMD-EE vector
Z == [El'EZ""’Em] (16)

(4) Divide the feature vector data into two groups: the training and the testing group.

(5) Train and test the BSOA-LSSVM classification model to classify the actual roller bearing fault
conditions. After training, the optimal parameters of BSOA-LSSVM are y and o are used to test
the samples. A set of BSOA-LSSVM(i) i=1,2,3,4 are constructed to identify bearing conditions
IRF, ORF, BF and NOR listed in Table 2. In order to define the condition of roller bearing, first,
BSOA-LSSVM; was first used to separate the IRF condition from another condition by setting the
these conditions as y = +1 and the other conditions as y = —1. Second, BSOA-LSSVM; was used
to separate the ORF condition from other condition by setting outer-race fault as y = +1 and the
other condition as y =—1. Third, BSOA-LSSVMj3 was used to separate the BF condition from other
condition by setting BF as y = +1 and the other condition as y = —1. Because the data set had only
got four conditions that needed to be identified, the rest was NOR condition.

Table 2 Classifier BSOA-LSSVM model

Classifier model Roller bearing condition

IRF ORF BF NOR
BSOA-LSSVM; (+1) (-1) (-1) (-1)
BSOA-LSSVM; (-1) (+1) (-1) (-1)
BSOA-LSSVM3 (-1) (-1) (+1) (-1)
BSOA-LSSVM;, (-1) (-1) (-1) (+1)

BSOA [———————

Roller Bearing +
Vibration Signals LSSVM parameters (y, o)

Y

> Tr;';tlgg = Training LSSVM Model

VMD +

Calculating the fitness function

Energy

Is stop condition satisfied ?
Entropy

Optimal LSSVM parameters obtained

Y

EEE— BSOA-LSSVM

v

Roller Bearing
Fault Detection

Testing
Data

Figure 5. Roller bearing fault detection method based on VMD-EE and BSOA-LSSVM
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6 RESULT AND DISCUSION

Results of this paper are show in Table 3. In order to make a fair performance evaluation comparison, the
same original vibration signals were chosen. The roller bearing signals were also decomposed into IMFs
using the EMD method [1]. Three IMFs were chosen, and they were arranged from high to low, according
to the frequency components, as ci(t), ca(t), c3(t), and then the fault feature vector Z was obtained according
to Eq.(14). Next, the BSOA-LSSVM was used to identify the various patterns. The identification results of
the test samples based on the VMD preprocessing are shown in Table 4 and are compared with those using
EMD. The optimal parameters of the classifiers of the 2 methods are presented in Table 4. From Table 4, it
is shown that the classification results of the proposed method give the best classification accuracy (0%)
compared to the EMD method. At the same time, the program running time of the VMD-EE- BSOA -
LSSVM method is shorter than that of EMD-EE-BSOA-LSSVM method.

Table 3. Classification results of VMD-EE and BSOA-LSSVM method

Test E1l E2 E3 BSOA - | BSOA - BSOA - | 40 ification

samples (x10%) (x10%) (x10%) SVML | SYM2 | SVM3 | ol jie
classifier | classifier | classifier

(1) IRF 179.48 376.17 908.99 | (+1) Inner-race fault

(2) IRF 153.01 363.92 918.77 (+1) Inner-race fault

(3) IRF 168.85 355.00 919.48 (+1) Inner-race fault

(4) IRF 151.43 325.78 933.24 | (+1) Inner-race fault

(5) IRF 213.35 408.66 887.40 | (+1) Inner-race fault

(6) ORF 28.66 11.37 999.52 (-1) (+1) Outer-race fault

(7) ORF 23.46 160.11 986.82 (-1) (+1) Outer-race fault

(8) ORF 12.37 172.70 984.90 (-1) (+1) Outer-race fault

(9) ORF 9.43 100.37 994.91 (-1) (+1) Outer-race fault

(10) ORF 13.68 14.51 999.80 (-1) (+1) Outer-race fault

(11) BF 147.40 156.55 976.61 | (-1) (-1) (+1) Ball fault

(12) BF 123.73 111.84 985.99 (-1) (-1) (+1) Ball fault

(13) BF 114.00 123.66 985.76 (-1) (-1) (+1) Ball fault

(14) BF 150.09 175.63 972.95 (-1) (-1) (+1) Ball fault

(15) BF 350.59 173.22 920.37 (-1) (-1) (+1) Ball fault

(16) NOR 448.16 890.01 83.87 (-1) (-1) (-1) Normal

(17)NOR | 416.73 906.23 71.37 | (-1) (-1) (-1) Normal

(18) NOR | 418.42 906.04 63.34 | (-1) (-1) (-1) Normal

(19)NOR | 31257 947.78 63.37 | (-1) (-1) (-1) Normal

(200 NOR | 313.12 947.15 69.76 | (-1) (-1) (-1) Normal

Table 4. Table comparing the results of the classification of bearing failure of the classifiers VMD-EE-BSOA-

LSSVM with EMD-EE-BSOA-LSSVM method.

T o Opimly  Opimlo e on pem
VMD-EE-BSOA-LSSVM; 288 144 6627.62 15.08 25.32 0
EMD-EE -BSOA-LSSVM; 288 144 12573.08  13.67 27.15 2.63
VMD-EE-BSOA-LSSVM: 216 108 7230.50 30.55 21.24 0
EMD-EE -BSOA-LSSVM: 2146 108 21089.81  0.85 23.16 151
VMD-EE-BSOA-LSSVMs 144 72 3144494 2327 17.26 0
EMD-EE -BSOA-LSSVM; 144 72 15349.49 7.67 19.31 0
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7 CONCLUSION

Because of the non-stationary and energy characteristics of bearing failure signals, a failure diagnosis
method based on VMD-EE and BSOA-LSSVM is proposed in this paper. VMD is first used to preprocess
different types of signals into component functions. The energy entropy operator is then used to characterize
these component functions to generate the input matrix for the LSSV M classifier. The input matrix is used
as training and testing data for the LSSVM classifier. After training, BSOA-LSSVM gave the optimal pair
of values (y,o) for testing. The test results show that the proposed method has the highest accuracy when
compared with other method.
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PHUONG PHAP MOI CHAN POAN HU' HONG O LAN DUA TREN TOAN VMD
ENTROPY NANG LUOQNG VA BSOA-LSSVM

AO HUNG LINH o
Khoa Cong nghé Co khi, Truong Pai hoc Cong nghiép Thanh pho Ho Chi Minh
aohunglinh@iuh.edu.vn

Tém tit. Bai bio nay gi6i thidu mot phuong phap méi dé chan doan hu hong 6 lan dya trén méay véc to hd
trg binh phuong téi thiéu (LSSVM) véi cac thong s duogc toi uru boi thuat toan tdi wu hoa tim kiém nguoc
(BSOA) goi 1a BSOA-LSSVM. Trudc tién, phuong phap phén rd mé6 hinh bién d6i (VMD) dugc dung dé
phén rd nhing tin hiéu dao dong gia toc ctia 6 1an thanh cac ham thanh phan. Sau d6, phuong phap entropy
ning luong duoc sir dung dé trich xuit cac ham thanh phin nay thanh cic ma tran dic tinh dau vao. Thir
ba, cac ma tran dac tinh nay dugc dung lam ma trén dau vao cho bd phan loai BSOA-LSSVM. Két qua thuc
nghiém cho thay-phwong phap dé xuat cho d chinh xac phan loai cao hon (100%) va thoi gian ngén hon
so vdi cac phuong phap khac voi dir liéu thu thap duoc.

Tur khoa. Phuong phap phén ra mé hinh bién d6i; chan doan hu hong; entropy nang luong; thudt toan tbi
vu hoa tim kiém nguoc; may véc to hd trg binh phuong téi thiéu.
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