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Abstract. Hematocrit (HCT) is expressed as the percentage of red blood cells in the whole blood, it is one 
of the most highly affecting factors which influences the glucose measurement by using handheld device. 

In this paper, we present an approach for applying the regularized online sequential learning to hematocrit 

estimation. The input is the transduced current curve which is produced by the chemical reaction during 
glucose measurement. The experimental results shown that the proposed approach is promising.  
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1. INTRODUCTION 

The neural network is widely applied in several applications [1-4] due to its abilities to solve problems 

which are difficult to handle by using traditional approaches and to approximate complex nonlinear map-
pings directly from input patterns. Several network architectures have been developed, however it was 

shown that the single hidden layer feedforward neural networks (SLFN) can approximate any function if 

the activation function is chosen properly. Hence, in this study, we have investigated in the SLFN for bio-
medical processing. Several training algorithms have been developed for SLFNs, in which one of the ef-

fective ones is extreme learning machine (ELM) [5, 6]. This algorithm can obtain good performance with 

higher learning speed in many applications. Besides batch learning types, sequential learning algorithms 

are preferred for neural networks in many applications, they do not require the fully available training set 
and do not require retraining whether a new training data received. In this paper, we propose an approach 

that applies the regularized online sequential learning algorithm for hematocrit estimation.  

Hematocrit (HCT) is one of useful clinical indicators in surgical procedures and hemodialysis, and anemia 
[7-9]. It is also a factor highly affecting the accuracy of glucose measurements [10-12]. The glucose values 

are trended to underestimation at higher hematocrit levels and overestimation at lower hematocrit levels. 

Hence, one of approaches to improve the accuracy of glucose measurements in the handheld devices is to 
reduce the effects of HCT [13]. The hematocrit can be measured directly by centrifugation in a small la-

boratory. Most commonly, it is measured indirectly by an automated blood cell counter. It also can be es-

timated by dielectric spectroscopy [14] or some different techniques. As most of the above approaches re-

quire individual devices or are quite complicated, the proposed methods for estimating hematocrit by using 
the glucose biosensors which can be used to correct the glucose measurements and integrated into the 

handheld meters for glucose measurement [15-16]. In this study, we present an application of the regular-

ized online sequential extreme learning machine for hematocrit estimation. The rest of this paper is orga-
nized as follow. Section 3 presents the proposed approach for estimating hematocrit. The experimental re-

sults and analysis are shown in section 3. Finally, we make the conclusion in section 4. 

2. THE REGULARIZED ONLINE SEQUENTIAL LEARNING ALGORITHM FOR 

HEMATOCRIT ESTIMATION 

2.1 Transduced current curves 

The online sequential learning for estimating hematocrit response has the input from transduced current 

curves. These curves are produced by the chemical reaction between the enzyme coated on the biosensor 

test strips and blood. One of enzymes commonly used in biosensors to detect the glucose levels is the glu-
cose oxidase (GOD) which is used to catalyze the oxidation of glucose by oxygen to produce gluconic acid 

and hydrogen peroxide. 
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Glucose+O2+GO/FA→Gluconic acid+H2O2+GO/FADH2 
GO/FADH2+Ferricinium

+ 
→ GO/FAD+Ferricinium 

Ferrocence→ Ferrocence
+
+e

-
. 

The reduced form of the enzyme (GO/FADH2) is oxidized to its original state by an electron mediator 

(ferrocence). The active electrode then oxidizes the resulting reduced mediator to produce the transduced 

anodic current. The transduced anodic current curve obtained in the first 14 seconds is represented in Fig. 
1 [17]. It was shown that the first eight seconds do not contain the information of hematocrit; it may be an 

incubation time for waiting the enzyme reaction to be activated. In our study, we concentrate on the se-

cond part of the current curve during the next six seconds. In the period of the next six seconds, the anod-
ic current curve is sampled at a frequency of 10Hz to produce current points. The vector of d=59 current 

points sampled from the second part of the j-th current curve can be denoted as xj=[xj1, xj2,  …, xj59]. This 

vector is used as the input values of the neural network for estimating hematocrit. 

 

Figure 1. Anodic Current Curve 

2.2 Neural networks trained by online training algorithms for hematocrit estimation  

The architecture neural network using in this study is single hidden layer feedforward neural network 

(SLFN) which can approximate any function if the number of hidden nodes and the activation function 

are chosen properly. The typical architecture of SLFN is shown in Fig. 2, which includes d input nodes, N 
hidden nodes and C output nodes. 
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Figure 2. The architecture of SLFN 

Let f(·) be the activation function of hidden units. Mathematically, the SLFNs can be modeled as: 

 o=
1

( )


  w x
N

i i i

i

f b   , 
dx , (1) 

where o is the output vector, wi=[wi1, wi2, …, wiN] is the input weight vector connecting from the input 
units to the i-th hidden unit, αi is the weight vector connecting from the i-th hidden unit to the output units, 

and  bi is the threshold of the i-th hidden unit, wi·x =< wi, x> is the inner product of wi and x. One of big 

problems in neural networks is training. 
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Given n training patterns (xj, tj), j=1, 2, …, n, where xj=[xj1 xj2 … xjd]
T
 and tj=[tj1  tj2 … tjC]

T
 are the j-th 

input pattern and its target, respectively. The main goal of training process is to determine the network 
weights wi, αi, and biases bi that minimize the error function defined by 

 
2

j j

n

j 1
E  


o t , (2) 

where oj is the output vector corresponding to the j-th input pattern. Traditionally, this task is performed 

based on the gradient descent, in which the network weights g (consisting of w, α and b) are updated iter-

atively by: 

  1 





k k

E
g g

g
, (3)  

where η is the learning rate. One of the most popular training algorithms based on gradient descent is 

backpropagation, in which the network weights are updated from the output layer to the input layer. This 

algorithm has some problems such as local minima, overtraining, learning rate, etc. There are some im-

provements for neural networks developed by different research groups. However, up to now, most train-

ing algorithms based on gradient descent are still slow due to iterative processes [18-20]. 

One of effective training algorithms which can overcome some problems in the gradient descent based 

ones is extreme learning machine (ELM). Let H be the hidden-layer-output matrix of SLFN which was 

defined as [5, 6]: 

H=

1 1 1 N 1 N

1 n 1 N n N
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,  (4) 

The main goal in ELM is to determine the network weights based on the linear model defined by 

HA=T,  (5) 

where T= [t1 t2  … tn]
T
,  A=[α1 α2 … αN]

T
. In the ELM, the input weights and biases of hidden units are 

randomly assigned, and the output weights are determined by 

Â=H
†
T,  (6) 

where H
† 
is the pseudo-inverse of H. 

When the training data is very large or not available fully, the online training approaches should be ad-

dressed. An online training method based on the ELM called sequential extreme learning machine (OS-

ELM) was proposed by Liang et al. [21]. The OS-ELM supposes that H
T
H is nonsingular and pseudo-

inverse of H is given by 

 H
†
=(H

T
H)

-1
H

T
. (7) 

From above assumptions, the output weights are updated by following rules: 

1

k k 1 k k k k k 1( )T
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H h h h . The initialization of 

Ak corresponding to an initial training set S0={(xj, tj) | j=1,…, n0} is given by 

A0=
1

0 0 0

T
L H T ,  (10) 

where 0 0 0

TL H H , T0= [t1 t2  … tn0]
T
, and H0= [h1 h2 … hn0]

T
.  In summation, the OS-ELM algorithm as 

follows: 
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1) Initialization:  

For the initial training subset S0={(xj, tj) | j=1,…, n0}, 
- Assign random values for w’s and b’s. 

- Calculate hidden layer output matrix H0. 

- Determine L0 and then A0 using by using Eq. 10. 

2) Updating weight: For the arriving training subset 
1

0 0
{( , ) | 1, ..., }

k k

k j j i ii i
j n n



 
   S x t , 

- Determine Hk. 

- Determine Lk by Eq. 9. 
- Update the output weights Ak by Eq. 8. 

In the first step of algorithm (initialization) the input weights and biases are assigned by random values; 
then the output weight matrix A0 is computed. Following the initialization step, the updating process is 
performed, in which the output weights are updated for each arriving data of one-by-one or chunk-by-
chunk. 
In the real applications, the collected data are often included noise. Hence, the risk minimization as shown 
in (2) may lead to a poor generalization. One of approaches which can overcome this problem is to opti-
mize the norm of output weight vector. The solution for A of Eq. 5 can be replaced by seeking A that 
minimizes 

 
2 2

 HA T A , (11) 

where ||∙|| is Euclidean norm and λ is a positive constant. The solution for A from Eq. 11 is given by 

 Â=(H
T
H+ λI)

-1
H

T
T. (12) 

The learning rules for online sequential learning process were given by Hieu TH et al [22]. For an initial 

training set S0={(xj, tj) | j=1,…, n0}, the output weights are initialized by 

 A0=
1

0 0 0

T
L H T , (13) 

where 
0 0 0

TL H H + λI, T0= [t1 t2  … tn0]
T
, and H0= [h1 h2 … hn0]

T
. In the updating phase, the output 

weights are updated by : 
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where 

 

1

0 0 0

1

0 0 0 0

( )
1 1

( )

T

T T





 

   
 

U H H I

I H I H H H
 (16) 

3. RESULTS AND DISCUSSIONS 

In this study, we evaluate the performance on the dataset which was obtained from 199 blood samples. 

These samples were obtained from randomly selected volunteers, every sample is divided into two parts, 

the first part is to determine the anodic current curves, and the second part is to determine the accurate 
hematocrit using the centrifugation method. From the second part of curve, which is after the incubation 

time, fifty-nine current points are sampled at a frequency of 10Hz. There are 60 features for every sample, 

in which 59 features can be considered as input features. The hematocrit values collected from centrifuga-
tion method have the distribution as shown in Fig. 3, in which the mean is 36.02 and the deviation is 6.39. 

The dataset was divided into two subsets, in which the forty percent of dataset is used for training and the 

sixty percent is used for blind testing. In our experiment, the neural networks were trained by the OS-ELM 
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[23] our proposed method and offline ELM. The number of hidden units was 12 for ELM and online train-

ing algorithms.  
The average result of fifty trials with the whole current curve is shown in Table 1. The root mean 

square error (RMSE) was computed by 

     √
 

 
∑         

 
    (11) 

where oj is the estimated value and tj is the reference value. 

 

Figure 3. Distribution of collected hematocrit 

Table 1.  Comparison with reference hematocrit measurements using centrifugation (whole current curve). 

Method 
Training Testing 

# nodes 
RMSE Std RMSE Std 

ELM (offline) 3.67 0.34 4.49 0.51 12 

OS-ELM [23] 3.69 0.26 4.37 0.37 12 

Proposed approach 3.65 0.28 4.18 0.35 12 

 
From the Table 1 we can see that the accuracy of the proposed method corresponding to the testing set is 

4.18 which is compatible to that of the offline other online training methods for the same number of hid-

den nodes. Note that, for the online training method, the devices can be still trained with new samples 
during the using process which can expect to improve the performance further. 

4. CONCLUSION 

In this paper, we presented a method for hematocrit estimation using the online sequential method based 

on extreme learning machine. The transduced current changing curves produced by reactions of glucose 

oxidase in the electrochemical biosensors was used as the input features. The experimental results shown 
that the online training method is compatible to the offline training methods, but note that the accuracy of 

devices can be still improve during the using process. This result can be contributed to reduce the hema-

tocrit dependency in measurement of glucose value by electrochemical biosensors. 
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